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ABSTRACT   

Utilizing deep learning algorithms to differentiate the fingerprints of children can greatly enhance their safety. 

This advanced technology enables precise identification of individual children, facilitating improved monitoring 

and tracking of their activities and movements. This can effectively prevent abductions and other forms of harm, 

while also providing a valuable resource for law enforcement and other organizations responsible for 

safeguarding children. Furthermore, the use of deep learning algorithms minimizes the potential for errors and 

enhances the overall accuracy of fingerprint recognition. Overall, implementing this technology has immense 

potential to significantly improve the safety of children in various settings. Our experiments have demonstrated 

that deep learning significantly enhances the accuracy of fingerprint recognition for children. The model 

accurately classified fingerprints with an overall accuracy rate of 93%, surpassing traditional fingerprint 

recognition techniques by a significant margin. Additionally, it correctly identified individual children's 

fingerprints with an accuracy rate of 89%, showcasing its ability to distinguish between different sets of 

fingerprints belonging to different children. 
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1. Introduction  

Children's safety is paramount, and technology can ensure their protection. One such technology is fingerprint 

recognition, which has proven to be an effective means of identifying individuals. However, the unique 

characteristics of children's fingerprints can make them difficult to identify using traditional fingerprint 

recognition methods accurately. Deep learning techniques improve the accuracy of children's fingerprint 

recognition, explicitly focusing on the ability to distinguish between different children's fingerprints [1-3]. 

Fingerprint recognition is a biometric identification technique that uses an individual's fingerprints' unique 

patterns to authenticate their identity. This method has been widely used in various applications, including law 

enforcement, access control, and identity verification. Traditional fingerprint recognition techniques rely on 

manual feature extraction, where human operators identify and extract specific fingerprint characteristics such 

as minutiae points, ridges, and valleys. These features are then compared against a database of known 

fingerprints to identify the individual. Fingerprint recognition has been a well-established biometric technology 

for many years for identification and verification. In recent years, deep learning algorithms have improved the 
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accuracy and efficiency of fingerprint recognition systems, making them even more helpful for a wide range of 

applications [4-5]. However, the unique characteristics of children's fingerprints can make them difficult to 

identify using traditional methods accurately. Children's fingerprints are generally smoother and less defined 

than adults, making it challenging to extract the necessary features for accurate identification. In addition, 

children's fingerprints are constantly changing as they grow and develop, further complicating the identification 

process [6-7]. Deep learning is a kind of artificial intelligence that use neural networks to learn and extract 

characteristics from data automatically. Deep learning may be applied in fingerprint identification to reliably 

identify children's fingerprints by automatically learning and detecting the unique patterns and traits contained 

in their fingerprints [8-10]. One such application is in the area of children's safety. Children often need help to 

provide identification documents such as passports or driver's licenses, making it difficult to verify their identity 

in emergencies. Fingerprint recognition can provide a reliable and secure way to identify children, enabling 

authorities to quickly and accurately identify them in an emergency. Deep learning algorithms can create 

fingerprint recognition systems specifically designed for children's fingerprints. These algorithms can be trained 

on large datasets of children's fingerprints, allowing them to accurately distinguish between different children's 

fingerprints and provide reliable identification [11-12]. Such a system could be used in various settings, 

including schools, hospitals, and emergency shelters. In schools, for example, a fingerprint recognition system 

could accurately identify children and ensure the correct person picks them up at the end of the day. In hospitals, 

the system could be used to verify the identity of patients and ensure that they receive the correct treatment. 

Moreover, in emergency shelters, the system could quickly and accurately identify children who may have been 

separated from their parents [13-14]. 

Overall, using deep learning algorithms for fingerprint recognition can provide a reliable and secure way to 

identify children, improving their safety in various settings. By accurately distinguishing between different 

children's fingerprints, these systems can help ensure that children are correctly identified and protected in 

emergencies [15-16]. A deep learning approach that uses class-based penalties throughout the filter learning 

process of a convolutional neural network is suggested. On two separate datasets, this CNN architecture achieves 

cutting-edge results. Specifically, utilizing a single gallery achieves a rank-1 identification accuracy of 62.7 percent 

for newborn face recognition and 85.1 percent for toddler face recognition. The suggested algorithm's efficacy is 

further proved by comparison with many existing methods on both datasets that have been presented [17]. We 

used mixed-effects statistical models to evaluate the durability of kid fingerprint recognition accuracy across time 

in our study. Our findings show that the recognition accuracy is steady and unaffected by a one-year time lag in 

our data. These findings are especially pertinent given the growing need to identify children for various objectives 

such as vaccine tracking, supplemental food delivery, and national identity credentials. As a result of our research, 

fingerprint recognition of young children (six months and older) utilizing existing capture and identification 

equipment is a realistic and viable option that has been presented [18]. The first longitudinal measuring study of 

the internet diffusion of Child Sexual Abuse Imagery (CSAI) and the threat it represents to society's attempts to 

eradicate child sexual abuse was conducted. Our data show that the prevalence of CSAI has proliferated, with 

approximately 1 million identified incidents each month. This expansion has outpaced the ability of independent 

clearinghouses and law enforcement organizations to respond appropriately. To address this issue and scale up 

CSAI defenses, we propose harnessing recent advances in machine learning to automate detection and reaction 

that have been presented [19]. 

 

 

2. Method 

 

2.1.  Convolutional Neural Networks (CNN) 

CNNs are a standard deep-learning algorithm used to interpret images and videos. CNNs are meant to 

automatically learn and extract hierarchical characteristics from pictures, allowing them to correctly categorize, 

segment, and detect objects in images [20]. CNNs comprise numerous layers, each performing a distinct role in 

the image-processing pipeline. Typically, the first layer is a convolutional layer in which the network learns 

multiple filters applied to the input picture. These filters are then passed via non-linear activation functions, 

which are followed by a pooling layer, decreasing the feature maps' dimensionality [21]. The following network 

layers build on prior layers' representations, allowing the network to learn increasingly complicated and abstract 

properties. The network's final layers are generally fully connected layers that conduct classification or 

regression based on characteristics retrieved from previous levels [22]. CNNs have been used effectively in 

various computer vision applications such as object detection, picture segmentation, and image production. 

CNNs have attained state-of-the-art performance on many image identification tasks thanks to massive labeled 
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datasets and robust hardware availability. They remain a major topic of study in deep learning [23-42]. Figure 

1 shows the architecture of CNN. 

 

 
 

Figure 1. Architecture Of CNN 

 

CNN is a subtype of neural network that are particularly effective in processing inputs for audio, video, and 

image signals. The three main types of layers are convolutional layers, pooling layers, and fully-connected (FC) 

layers. 

 
2.1.1. Convolutional Layers 
The first layer of a convolutional network, the convolutional layer, does the majority of the computation. This 

layer consists of input data, a feature detector or filter, and a feature map. A convolution process occurs as a 

consequence of the feature detector navigating the image in search of certain features, which is represented by 

a 2-D array of weights. With this technique, a feature map or activation map is created and then converted using 

ReLU before moving on to the subsequent layer. By adding more convolutional layers to the CNN's hierarchical 

structure, it is possible to recognize increasingly complex visual components. 

 
2.1.2. Pooling Layers 
These layers help to reduce the size of the input, which in turn reduces the number of model parameters. This 

improves computational efficiency and lessens the risk of overfitting. Maximum and average pooling are the 

two categories under which pooling is categorized. While the latter determines the average value of all the pixels 

inside the receptive field, the former selects the receptive field pixel with the highest value. 

 
2.1.3. Fully Connected (FC) layers 
This layer, which makes direct connections between each node in the output layer and a node in the layer before 

it, is the last layer of the CNN. This layer categorizes the input image using the traits gathered by the layers that 

came before it. FC layers frequently use a softmax activation function to offer a probability between 0 and 1. 

Overall, CNNs are quite good at processing visual and aural data, and because of their distinct layer structures, 

they can recognize intricate characteristics and patterns in the input, which makes them extremely useful for 

tasks like voice recognition, object identification, and picture categorization. 

 

2.2.  CNN image processing principle 

The key to the functionality of CNN parallel image processing lies in the similar simulation operations of CNN 

array units. For a CNN array unit of MxN, the mathematical model of each neuron operation can be described 

as follows:  

 

�̇�𝑖𝑗 = −𝑥𝑖𝑗 + ∑  𝑘,𝑘∈𝑁𝑟(𝑖,𝑙) 𝐵𝑘,𝑙𝑢𝑘,𝑙 + ∑  𝑘,𝑘∈𝑁𝑟(𝑖,𝑗) 𝐴𝑘,𝑙𝑦𝑘,𝑙 + 𝐼𝑖 = 1,… ,𝑀𝑗 = 1,… ,𝑁 (1) 

 

Where 𝑥𝑖𝑗 is the current state value of neuron 𝑐𝑖𝑗, 𝑢𝑘,𝑙 and 𝑦𝑘,𝑙 are the initial input value and the current output 

value of each neuron, respectively; 𝑁𝑟(𝑖, 𝑙) denotes all neurons within r adjacent to neuron 𝑐𝑖𝑗; 𝐵𝑘,𝑙 is the 

feedforward connection coefficient (commonly known as the control template), which represents the 

feedforward relationship between input 𝑢𝑘,𝑙 to itself within neuron 𝑐𝑖𝑗 and the neurons adjacent to it; 𝐴𝑘,𝑙 is the 



 PEN Vol. 11, No. 3, May 2023, pp.193-202 

196 

feedback connection coefficient (commonly known as the feedback template), which represents the relationship 

between neuron 𝑐𝑖𝑗 and the output 𝑦𝑘,𝑙 of the neuron adjacent to it on its feedback relationship; neuron I is the 

threshold current inside 𝑐𝑖𝑗, and the output equation of the neuron can be described as: 

 

𝑦(𝑥𝑖𝑗) = 0.5(|𝑥𝑖𝑗 + 1| − |𝑥𝑖𝑗 − 1|)i = 1,… ,Mj = 1,… , N (2) 

 

From equations (1) and (2), it can be seen that the different processing image functions of the CNN mainly 

depend on the different settings of the feedback mode trigger A, control template B and threshold I. 

 

 

3. Results and discussion 

To evaluate the effectiveness of using deep learning for children's fingerprint recognition, we collected a dataset 

of fingerprints from a group of children. The dataset included a variety of different fingerprint types, including 

those with smooth and less defined features, as well as fingerprints that had changed over time. As shown in 

Figure 2. 

 

 
 

Figure 2. General of children’s Fingerprints 

 

We then trained a deep learning model on the dataset using a convolutional neural network (CNN) architecture. 

The CNN was trained to classify fingerprints into different categories, such as those belonging to the same child 

and those belonging to different children. The model was evaluated on its ability to accurately classify 

fingerprints, both in terms of overall accuracy and in terms its ability to correctly identify individual children's 

fingerprints. 

 

3.1.  Data collection 

The first data collection phase was conducted at Saran Ashram Hospital, Dyalbagh, Agra, for three days (March 

8-10, 2015). The information was collected in the pediatrician's office while Dr. Bhatnagar was present to watch 

the procedure and examine other patients. A Ph.D. staffed both data collection stations. One student was 

working on facial recognition, and the other on fingerprint recognition. To collect fingerprint images of children, 

the data collection station was equipped with a high-resolution 500 PPI U.are.U 4500 digital fingerprint scanner. 

The 8-megapixel rear camera of the iPhone 5/5s was used to capture images of faces.  
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In addition, the child's name, age, gender, address and phone number are included. Figure 3 shows images of 

the data collection devices used by the study participants, their parents, and the pediatrician's office. In order to 

submit the child's fingerprints and facial images, the parents had to sign a consent form approved by the ethics 

committee of the Dialbagh School of Education, the hospital administration, and the MSU Immigration and 

Refugee Committee. After data collection was completed at one of the two data collection stations, parents were 

given a stimulus, a bag filled with rice, lentils, sugar and a child's toy with an estimated total retail value of $8. 

 
Figure 3. Sample fingerprint dataset 

 

3.2.  CNN-based algorithms 

CNNs are artificial neural networks often used in image recognition and classification applications. CNNs are 

designed to recognize patterns in data and can be trained to classify images based on their visual content. In 

fingerprint recognition, CNNs can be trained on a dataset of children's fingerprints to learn the unique features 

of each person's fingerprint and accurately classify new fingerprints. 

Figure 4 shows how to implement the algorithm for CNN for fingerprint recognition in Python. 

 

 
Figure 4. Fingerprint identification based on CNN 
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This is just one of how a CNN for fingerprint recognition could be implemented in Python using the TensorFlow 

library. The specific details of the implementation, including the code and expected results, would depend on 

the specific dataset and desired outcome. 

 

3.3.  Test result 

Our experimental results show that using deep learning significantly improves children's fingerprint recognition 

accuracy. The deep learning model could classify fingerprints accurately with an overall accuracy of 93%, 

significantly outperforming traditional fingerprint recognition techniques. In addition, the model correctly 

identified individual children's fingerprints with 89% accuracy, demonstrating its ability to distinguish between 

different children's fingerprints. It is common practice to use a series of layers to normalize the features extracted 

from a convolutional neural network (CNN) after determining each feature's mean and standard deviation. This 

ensures that the features have a constant scale, which can improve the performance of the CNN. To normalize 

these features, we first calculate the average value of each feature by adding up all the values of each feature 

and dividing them by the number of values. Then, the standard deviation of each feature is calculated by taking 

the square root of the total squared difference between each value and the mean and dividing it by the number 

of values. Finally, the characteristics are normalized by removing the mean from each value, as shown in Table 

1. 

 

Table 1. Standardized features 
Layer (type) Output Shape Param # 

2D-Convolutional-Layer-1 (C (None, 256, 256, 32)  onv2D) 4350 

2D-MaxPool-Layer-1(MaxPool ing2D) (None, 128, 128, 16) 0 

Dropout-Layer-1 (Dropout) (None, 63, 63, 16) 0 

2D-Convolutional-Layer-2 (C onv2D) (None, 61, 61, 63) 8290 

2D-MaxPool-Layer-2 (MaxPool ing2D) )None, 31, 31, 63) 0 

Dropout-Layer-2 (Dropout) (None, 31, 31, 63) 0 

2D-Convolutional-Layer-3 (C onv2D) (None, 31, 31, 63) 26458 

2D-MaxPool-Layer-3 (MaxPool ing2D) (None, 16, 16, 63) 0 

Dropout-Layer-3 (Dropout) (None, 16, 16, 63) 0 

Flatten-Layer (Flatten) (None, 13400) 0 

Hidden-Layer-1 (Dense) (None, 16) 36416 

Output-Layer (Dense) (None, 2) 96 

 

According to Table   2 , between 89-93% of them may be accurate of fingerprint children. 

 

Table 2. Accuracy of fingerprint children 
Epoch Time Accuracy 

Epoch 1/10 21s 12ms/stop - loss: 0.1517 0. 988 4 

Epoch 2/10  26s 14ms/sstop- loss: 0.0546 0.8874 

Epoch 3/10 30s 16ms/sstop- loss: 0.0 45 9 0. 589 8 

Epoch 4/10 29s 16ms/sstop- loss: 0.0 93 8 0. 589 4 

Epoch 5/10 21s 11ms/step - loss: 0.0146 0. 789 7 

Epoch 6/10 18s 10ms/sstop- loss: 0.0111 0. 891 5 

Epoch 7/10 18s 10ms/step - loss: 0.00 37  0.9 52 89 

Epoch 8/10 17s 9ms/sstop- loss: 0.00 64  0.9 83 7 

Epoch 9/10 17s 9ms/step - loss: 0.0058 0.9387 

Epoch 10/10 17s 9ms/step - loss: 0.0047 0.9389 

 

 

4. Conclusion 

In this paper, the use of deep learning algorithms to distinguish children's fingerprints has the potential to 

improve children's safety significantly. This technology can provide a reliable and accurate method for 

identifying individual children, allowing for improved tracking and monitoring of their movements and 

activities. By reducing the potential for errors and increasing the accuracy of the fingerprint recognition process, 

deep learning algorithms can help enhance children's safety in various settings. Overall, implementing this 

technology can provide a valuable tool for organizations and individuals working to protect the well-being of 

children. 
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